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• in agreement with INS data h 

• two-spinon dispersion typical of 1D system  
• two-spinon confinement h – 2D effect (E<Jrung) – 
not visible within the RIXS resolution  
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Why pressure matters ?

Non disorder parameter 
Delocalization
Metal Insulator Transition
Crystal Electric Field
Magnetic collapse
Valence change
Orbital occupation
Structural transition
Anisotropy
Superconductivity
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• f-electron delocalization

• Catching up f-electrons

• Perspectives at SOLEIL
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• f-electron delocalization : IXS / Ce / CeCu2Si2

• Catching up f-electrons
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|gi = c0|4f0i+ c1|4f1i+ c2|4f2i

Mixed valence defined as a quantum 
supersposition of f-states

lifting in presence of a core-hole; 

this is the case in core-hole 
spectroscopy (XAS, XPS)

|fi

|c4f0i

|c4f1vi

|c4f2v2i

Fuggle, Gunnarson et al., PRB 27 (1983), 7330.

Mixed-valent state



II. BASICS OF INELASTIC X-RAY SCATTERING

A. A question of terminology

Appropriate naming of new spectroscopic techniques
is always useful but rarely easy and like many recent
techniques the terminology for IXS has gone through a
maze of mutations.

Sparks !1974" first showed the “inelastic resonance
emission of x rays” using a laboratory x-ray source. The
new experimental finding, here correctly designated as
an emission process in the resonant conditions, differs
from early results obtained in the Compton regime for
which the photon energy is chosen far from any reso-
nances, and at high-momentum transfer. The perfect
suitability of synchrotron radiation for inelastic x-ray
scattering was demonstrated later by Eisenberger et al.
!1975" who first performed “resonant x-ray Raman scat-
tering” at the Cu K edge, and simultaneously adopted
Raman terminology for an x-ray based process. Though
historically justified, this widespread terminology is
somewhat confusing. In this work, we limit ourselves to
the use of resonant inelastic x-ray scattering !RIXS". An
exception will be made for resonant x-ray emission spec-
troscopy !RXES" or x-ray emission spectroscopy !XES"
as a subcategory of RIXS, when it clearly applies.

Nonresonant IXS !nrIXS"1 is historically the older
technique. Nonresonant experiments of DuMond and
co-workers on “x-ray Compton scattering” precede
resonant measurements by several decades. This was
followed by pioneer work of M. Cooper and W. Schülke
with x-ray rotating anodes #cf. references in Schülke
!1991"$ and of G. Loupias with synchrotron light !Lou-
pias et al., 1980". Susuki !1967" later measured the K
edge of Be using “x-ray Raman scattering” !XRS" by
extending the energy loss region away from the Comp-
ton region. This terminology is still in use to distinguish
the measurements of the absorption edges of light ele-
ments in the x-ray scattering mode from that of other
types of nonresonant scattering events, such as scatter-
ing from phonons. Here we refer to IXS as the general
scattering process from which both RIXS and nrIXS
originate.

B. IXS cross section

The general inelastic x-ray scattering process is shown
in Fig. 1. An incident photon defined by its wave vector,
energy, and polarization !k1 ,!"1 ,!1" is scattered by the
system through an angle 2#, the scattered photon char-
acterized by k2, !"2, !2. q=k1−k2 and !"=!"1−!"2 de-
fine the momentum and energy, respectively, transferred
during the scattering process. For x rays, k1%k2, so that

q % 2k1 sin!#" . !2"

The momentum transfer depends only on the scattering
angle and incoming wavelength.

The starting point for describing the scattering process
theoretically is the photon-electron interaction Hamil-
tonian H. For perturbation treatment, H is convention-
ally separated into a term Hi describing the interaction
between the electrons and the incident electromagnetic
field and a term H0 corresponding to the noninteracting
electron system

H = H0 + Hi. !3"

The noninteracting term reads

H0 = &
j

1
2m

pj
2 + &

jj!

V!rjj!" !4"

and

Hi = &
j

e2

2mc2A2!rj" −
e

mc
A!rj" · pj, !5"

where A and V are the vector and scalar potentials of
the interacting electromagnetic field and the electrons
are defined by their momentum p and position r. The
sum is over all electrons of the scattering system. We use
the Coulomb gauge !" ·A=0". The spin-dependent
terms in Hi are smaller by a factor ! /mc2 and are not
considered in this study.

The double differential scattering cross section can
derived from the interaction Hamiltonian using the
Fermi golden rule in the sudden approximation. For a
second-order process, this is known as the Kramers-
Heisenberg formula !Kramers and Heisenberg, 1925". It
consists of the sum of three terms, represented as Feyn-
man diagrams in Fig. 2, which we now discuss in some
more detail.

1. Nonresonant scattering

The first term #Fig. 2!a"$ arises from the A2 term in the
interaction Hamiltonian !5", in first order of perturba-
tion, which dominates far from any resonances. The
nonresonant scattering cross section depends on the dy-
namical structure factor S!q ,"". Using the notation of
Fig. 1, the nonresonant scattering cross section reads

1The acronym for nonresonant inelastic scattering should
not be confused with that of nuclear resonant inelastic x-ray
scattering

k1, ω1, ε1

k2, ω2, ε2k2, ω2, ε2
q, ω

2θ

FIG. 1. Scattering process of a photon by an electron system
!gray area".
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2p3d-RIXS :

XAS - L2,3

XES - Lα1

 splitting of mixed f states
 resonance & sharpening effect
 accurate determination of valence state
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analyzed by a Rowland circle spectrometer equipped with
a spherically bent Si (620) crystal. The total experimental
resolution was 1.3 eV. Flat, polished samples were
mounted on a He closed-cycle refrigerator, and their
temperature could be accurately controlled between 15
and 300 K.

Figure 1 illustrates Yb L3 XAS spectra of YbInCu4,
measured above and below TV , in the usual total fluores-
cence yield (TFY) mode, recording the integrated scattered
intensity as a function of incident energy hnin. The main
structure at 8951 eV and pre-edge shoulder at 8944 eV are
in agreement with published data [13]. They correspond
to transitions from the mixed ground state to final states
of mainly f13 and f14 character, split in energy by the
Coulomb interaction with the 2p core hole. The intensity
change of the pre-edge shoulder indicates a larger Yb21

weight in the ground state at the lower temperature. A
deconvolution of the spectra into 21 and 31 components
yields !nh" values of 0.04 and 0.17, respectively, above and
below TV [14]. All spectral features are considerably bet-
ter resolved in the partial fluorescence yield (PFY) spectra,
where the intensity of a specific radiative transition, in this
case the Yb La1 (2p53d10 ! 2p63d9, hnout ! 7415 eV)
fluorescence is measured. The spectral broadening is ef-
fectively reduced in the PFY spectra: it is determined by
the longer lifetime of the shallower 3d hole, rather than by
that of the deep 2p hole [20]. High-resolution PFY spectra
could be used to estimate the temperature evolution of the
valence, but the procedure would still rely on assumptions
on the line shapes and would be fraught with uncertainties.
This information can be more readily obtained from RIXS.

In the RIXS process final states of mainly 3d94f13

and 3d94f14 character are reached radiatively from the
XAS final states. The weak Yb21 contribution can then
be selectively and resonantly enhanced by tuning the exci-
tation energy through the maximum of the corresponding
Yb21 feature in the PFY spectrum. This is illustrated
for YbAgCu4 in Fig. 2. While the trivalent feature is es-
sentially constant, the Yb21 signal is strongly peaked at
hnin ! 8944 eV, where it is large enough to be followed
continuously as a function of temperature. Its intensity
is proportional to the 4f14 weight in the initial state and
therefore to (1 2 !nh").

Figure 3 summarizes the temperature dependent RIXS
experiment on YbInCu4. The changes across the valence
transition are much larger than in the absorption spectra of
Fig. 1. The measurements covered the 15–300 K range in
#2 h, and we took advantage of the excellent stability of
the beam energy, position, and intensity. The temperature
scans were reproduced several times both in heating and
cooling runs. The raw signal was corrected for the tail of
the Yb31 peak. This contribution can be estimated from
a RIXS spectrum measured well above resonance, where
the intensity of the Yb21 signal is negligible (dashed line).
Absolute values of !nh" were determined at all tempera-
tures by setting !nh" $15 K% ! 0.83 from XAS. With this
choice, the high temperature value $1 2 !nh"% ! 0.04 is
also in good agreement with the XAS data [14].

The sharp drop at TV is clear spectroscopic evidence of
the first-order valence transition, previously observed in
structural, transport, and thermodynamic measurements.
It proves that RIXS is a bulk-sensitive probe of the
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FIG. 1. (a, bottom) L3 absorption spectra of YbInCu4 measured above and below TV ! 42 K in the total fluorescence yield (TFY)
mode. (a, top) Partial fluorescence yield (PFY) spectra measured by recording the intensity of the La1 fluorescence as a function
of the incident energy. (b) Total energy level scheme for an Yb ion in YbInCu4. The arrows indicate the relevant XAS and RIXS
transitions. The XAS final states are the intermediate states of the RIXS process.
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FIG. 2. La1 RIXS spectra of YbAgCu4 excited at 1 eV inter-
vals along the pre-edge Yb21 feature (thick line, inset) of the L3
PFY line shape, at 15 K. The transferred energy is the differ-
ence between the energies of the incident and emitted photons.
The peaks associated with Yb21 and Yb31 are well separated
and clearly indicate the resonance of the divalent component.
The spectra are normalized to the incident photon flux.

ground state electronic configuration, irrespective of the
large excitation energy. By contrast PES measurements,
which probe a thin and possibly perturbed layer near the
surface, yield a broad transition [16,17], or !nh" values
incompatible with other physical properties [18]. As
expected, !nh" is essentially temperature independent
above TV , since T ¿ TK # 25 K in the high-temperature
phase [14].

Temperature-dependent measurements on the normal
Kondo system YbAgCu4 are equally illuminating (Fig. 4).
The intensity of the 21 RIXS feature decreases with
increasing temperature (inset), but the evolution is now
continuous. The factor $1 2 !nh"% varies from 0.13 at
15 K to 0.065 at 300 K, and the plot exhibits a change
of concavity around 60–70 K. This is the temperature
evolution inferred from thermodynamic measurements
and predicted by the AIM.

The agreement is confirmed at a quantitative level by
a comparison with numerical solutions of the AIM. We
used the noncrossing approximation (NCA) [3], a well-
established theory which yields static and dynamical prop-
erties of 4f valence fluctuators at finite temperature. The
NCA is based on a large-degeneracy expansion, but it
gives satisfactory results also when a crystal field low-
ers the degeneracy of the 4f levels. We used a standard
implementation of the technique which assumes an infi-
nite on-site Coulomb repulsion (Uff ! `) preventing 4f
hole occupancies larger than 1. We obtain the best accord
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FIG. 3. La1 RIXS spectra of YbInCu4 excited at the maximum
of the Yb21 resonance, above and below TV ! 42 K. The tem-
perature dependence of the Yb21 intensity was followed continu-
ously (inset) by monitoring the divalent RIXS signal (the hatched
area indicates the bandwidth of the analyzer). The experimen-
tal signal has been normalized to the incident photon flux, and
a constant term from the tail of the Yb31 signal (thin dashed
line) has been subtracted. The measured intensity has been
converted into $1 2 !nh"% values by adopting the XAS value
!nh" $15 K% ! 0.83.

between theory and experiment for a Kondo temperature
TK ! 70 K, using the level scheme of Ref. [21], with a
ground state doublet, and excited quartet and doublet states
at 4 meV and 7 meV, respectively. We could still obtain
a reasonable, albeit less satisfactory, agreement taking the
full N ! 8 degeneracy of the Yb 4f7&2 state, with a larger
TK # 100 K.

The excellent agreement between theory and experiment
confirms a crucial prediction of the Kondo scenario for
heavy fermions. Recent theoretical work on the Ander-
son lattice model found that coherence manifests itself in
a “protracted screening” behavior, i.e., a temperature evo-
lution of valence which is slower than that predicted by
the AIM [9]. For YbAgCu4 the data do not reveal such
signatures of additional physics beyond the AIM. We no-
tice, however, that hints of a protracted screening were
observed in other members of the YbXCu4 series [22].
Having demonstrated the viability of the RIXS analysis,
further comparative measurements could address that in-
teresting issue.

In summary, our bulk-sensitive data reveal with unprece-
dented accuracy a sharp valence transition in YbInCu4
and the characteristic temperature dependence of the 4f
occupation in YbAgCu4, providing strong evidence of a
spectroscopic Kondo energy scale for valence fluctuators.
The long-standing controversy over the applicability of
the Kondo scenario to spectroscopic properties appears
as a consequence of the short probing depth of the
measurements. Clearly, the different structure or coor-
dination at the surface of these materials may produce

196403-3 196403-3
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C. Dallera, JPR et al., PRL 88 (2002), 196403.
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the AIM approach, it has now become possible to estimate
the ground state f counts in both phases and, in particular,
the variation in nf and double occupancy across the tran-
sition. This combination of RIXS spectroscopic measure-
ments with advanced simulations provides the most
complete picture of the bulk electronic properties of ele-
mental Ce at the !-" transition to date.

The starting material was an ingot of high-purity poly-
crystalline Ce kept in silicon oil. Maximum care was taken
to avoid oxidation of the sample during the loading and
measurement phases. A small chip of Ce was cut off
directly in silicon oil and loaded in a membrane diamond
anvil cell with rubies for pressure calibration. The oil
served both as pressure transmitting medium and to pre-
vent oxidation of the sample once in the pressure cell. At
the energies of the Ce L3 edge (5.73 keV) and of the 3d !
2p3=2 (L"1) emission (4.84 keV), absorption of x ray by
diamonds is critical. The pressure cell was equipped with a
pair of perforated diamonds each caped with a 0.5 mm
thick diamond to maximize throughput. We used Rh as
gasketting material [for details, see Ref. [8] ]. The RIXS
experiments were performed at ID-12 at ESRF. The inci-
dent energy was selected by a fixed-exit Si(111) mono-
chromator (0.8 eV bandwidth) and the beam focused at the
sample position in a 40! 300 (V !H) #m2 spot. The
RIXS spectra were acquired using a bent crystal spec-
trometer [9], at 10" scattering angle. This configuration
optimizes the scattering volume and hence the emitted
signal strength, and ensures sample homogeneity with re-
spect to pressure gradient. The pressure cell was mounted
outside the spectrometer, with the emitted x rays entering
the spectrometer chamber through a thin Be window.
Count rates at the maximum of the Ce L"1 line were of
the order of 10 Hz because of the low transmission by the
pressure cell.

Figure 1(a) shows the experimental L3 XAS spectra as a
function of pressure. The white line shows a marked de-
crease in intensity as Ce is driven through the !-" tran-
sition, while the feature denoted 4f0 progressively builds
up at higher energy. The overall spectral shape and the
spectral changes at the transition are consistent with early
results by Lengeler et al. [10]. In the latter, however, the "
phase was obtained from !-Ce by low temperature quench-
ing and the presence of parasitic $ phase cannot be ruled
out. Following the interpretation from Gunnarsson and
Schönhammer [11], the XAS final states split into multiple
components because of the 2p core-hole Coulomb poten-
tial acting on the mixed-valent ground state c0j4f0i#
c1j4f1i# c2j4f2i, where jcnj2 represent the weight of
the individual components and the superscripts indicate
the dominant configuration in each case. As an example,
the white line is mostly attributed to the 4f1 final-state
configuration, while the high-energy hump is mainly
4f0-like. We use this standard shorthand notation for the
subsequent referencing of the spectroscopic features. Note

that the 4f2 component, expected to show up in the pre-
edge region, is masked by the 2p3=2 core-hole lifetime. A
series of 2p3d-RIXS spectra were measured at 0 kbar in
the pressure cell at incident energies E0 in the Ce L3 edge
region. The general behavior of the RIXS spectra as a
function of the incident energy follows closely the results
obtained in Ce-Sc and Ce-Th alloys in the ! phase [7,12].
The series is not reproduced here, but we briefly summa-
rize the main findings: as the incident energy is tuned to the
pre-edge region, a shoulder shows up in the RIXS spectra
on the low energy-transfer side of the main emission (see
Fig. 2); this feature resonates at E0 $ 5718:3 eV (denoted
4f2 in Fig. 1); at higher incident energies, the main line
continues growing in intensity until it reaches a maximum
at the white line energy (4f1 label in Fig. 1), where the
fluorescence regime sets in. Accordingly, the low-energy
shoulder observed in the RIXS spectra at 5718.3 eV can be
traced back to a 4f2-dominated final state (see Fig. 2),
while the main emission line comes from transitions to
mainly 4f1 final states. In Fig. 2, we can follow the
evolution of the 2p3d-RIXS spectra measured at E0 $
5718:3 eV as the pressure is increased. The spectrum at
1.5 kbar barely shows a difference with the ambient pres-
sure data. However, a striking increase (%40%) in the
4f2=4f1 intensity ratio is observed as the system passes
the !-" transition pressure. In a previous experiment, we
had extracted the corrected 4f2=4f1 ratio after deconvolu-
tion from lifetime broadening using a phenomenological
approach. Here, we take a major step forward by carrying
out full multiplet calculations within the Anderson impu-
rity model. Details of the model calculations and Hamil-
tonian have been described in previous works [13,14]. We
use a basis set consisting of 4f0, 4f1v, and 4f2v2 configu-
rations in the ground state, where v denotes a hole in the
valence band below the Fermi energy ("F). The intermedi-
ate states are thus described by linear combinations of
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FIG. 1 (color online). (a) Experimental and (b) calculated L3

XAS spectra in elemental Ce as a function of pressure. The
spectra are normalized to a unity jump at the absorption edge.
Solid arrows point to the 4f0 and 4f1 components. The dashed
arrow indicates the incident energy where the 4f2 component
resonates in the 2p3d-RIXS spectra. Ticks in panel (b) are the
multiplet states (shown at 0 kbar).
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2p54f05d, 2p54f1v5d, and 2p54f2v25d. The final state
contains 3d94f05d, 3d94f1v5d, and 3d94f2v25d. The
atomic Slater integrals and spin-orbit interaction parame-
ters are obtained using Cowan’s Hartree-Fock program
with relativistic corrections [15] and scaled to 80% to
account for intra-atomic configuration interaction effects.
The configuration-dependent hybridization strength with
!Rc; Rv" # !0:6; 0:8" are also used in the present analysis,
following Ref. [16]. The parameters Uff (on-site Coulomb
repulsion), Ufc!2p" [Ufc!2p" # Ufc!3d" $ 0:5 eV is the
attractive core-hole potential], and W (conduction-band
width) are taken as 6.0, 10.5 eV, and 2.0 eV, respectively.
The hybridization strength V!"" between the 4f and the
conduction-band (CB) states depends on the CB energy ".
The CB states are supposed symmetric around "F # 0 and
we use a semielliptical form of V!""2 discretized on a
logarithmic " scale [17]. The RIXS cross section is derived
from the Kramers-Heisenberg formula [see Eq. (5) in
Ref. [13] ].

The simulated XAS and RIXS spectra are represented in
Figs. 1(b) and 2, respectively, for the three measured
pressures. The XAS spectra are well reproduced through-
out the transition. The overall agreement for RIXS is
equally good, except on the high energy-transfer side.
The discrepancy likely results from a fluorescencelike
contribution to the spectra, which is not taken into account
in the calculations. An ad-hoc fitting shows that the extra
component would negligibly affect the calculated f1=f2

intensity ratio. The parameters used in the calculations are

reported in Table I for pressures of 0 kbar, 10 kbar, and
20 kbar, along with the estimated weights for the different
4fn components. The parameter self-consistency was
checked against XAS, RIXS spectra, and valence-band
photoemission data from Ref. [21]. These were shown to
be already well described by a simplified version of AIM,
which nevertheless takes into account the actual density of
states [22].

The main effect, according to the calculation, is the
sharp decrease in the 4f1 component to the advantage of
the 4f0-related feature, which gains intensity as Ce be-
comes more !-like. Such a trend is consistent with the
spectral changes in the XAS spectra. Formally, the transfer
of spectral weight from the 4f1!5d1" configuration toward
a more 4f0!5d2" configuration in the ! phase can be
understood as a partial delocalization of the 4f electrons.
Interestingly enough, the highly hybridized 4f2 state also
shows a sizable (%40%) increase with pressure. The in-
creased contribution from the 4f2 component at high pres-
sure stresses the growing interaction between the 4f and
the conduction electrons, a characteristic feature of Kondo-
like behavior. This is supported by the increase of the
hybridization parameter V as reported in Table I in the
high pressure regime. The growth of double occupancy at
low volume has another important consequence: it points
to less correlation in the ! phase as electron hopping is
favored. Therefore, the picture that arises from the RIXS
analysis at the "-! transition is that of the coexistence of
competing effects: partial delocalization of the 4f elec-
trons through band formation with the conduction states on
the one hand, and reduced electron-electron correlations on
the other hand that allow the system to accommodate
stronger on-site repulsion.

Finally, the change in nf is obtained from the calculated
weights of the 4f components, according to nf # 0jc0j2 $
1jc1j2 $ 2jc2j2. We obtain nf # 0:97& 0:025 in the "
phase (P # 1:5 kbar), and nf # 0:81& 0:02 in the !
phase (P # 20 kbar), considering a cumulative relative
error on nf of 5%. The results are clearly consistent with
earlier estimations [12,23,24] for the " phase, but not for
the ! phase where values differ substantially. Our RIXS-
derived nf value is 10%–15% lower. This underlines the
importance to probe Ce in the bulk state and not as surface
element or in alloys [25]. The new values of the f occu-
pation for Ce are particularly opportune as they can be
compared to recent ab initio calculations. Table I compares
the change in nf at the transition derived from the RIXS
data to values calculated within dynamical mean-field
theory (DMFT) as a function of volume change [we use
the equation of state derived by Jeong et al. [18] in Ce for
pressure to volume conversion]. The discontinuous depen-
dence of nf at the transition is well accounted for by
DMFT [5,19] in the low temperature limit. On the other
hand, the drop in nf at the transition is largely underesti-
mated (4%–10% in the DMFT calculations against '20%
according to the RIXS results). The discrepancy with our
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with pressure, the spectrum measured at ambient condi-
tions (dashed line) is repeated for each pressure curve. Super-
imposed are the calculated spectra (thick lines). The spectra are
normalized to the maximum intensity and offset for clarity. Ticks
indicate the multiplet states.
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Complete characterization of the f-states through the transition
Combination of XAS + RXES + AIM calculations

Valence increase  at high pressure :

JPR et al., Phys. Rev. Lett. 93 (2004), 067402.
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the AIM approach, it has now become possible to estimate
the ground state f counts in both phases and, in particular,
the variation in nf and double occupancy across the tran-
sition. This combination of RIXS spectroscopic measure-
ments with advanced simulations provides the most
complete picture of the bulk electronic properties of ele-
mental Ce at the !-" transition to date.

The starting material was an ingot of high-purity poly-
crystalline Ce kept in silicon oil. Maximum care was taken
to avoid oxidation of the sample during the loading and
measurement phases. A small chip of Ce was cut off
directly in silicon oil and loaded in a membrane diamond
anvil cell with rubies for pressure calibration. The oil
served both as pressure transmitting medium and to pre-
vent oxidation of the sample once in the pressure cell. At
the energies of the Ce L3 edge (5.73 keV) and of the 3d !
2p3=2 (L"1) emission (4.84 keV), absorption of x ray by
diamonds is critical. The pressure cell was equipped with a
pair of perforated diamonds each caped with a 0.5 mm
thick diamond to maximize throughput. We used Rh as
gasketting material [for details, see Ref. [8] ]. The RIXS
experiments were performed at ID-12 at ESRF. The inci-
dent energy was selected by a fixed-exit Si(111) mono-
chromator (0.8 eV bandwidth) and the beam focused at the
sample position in a 40! 300 (V !H) #m2 spot. The
RIXS spectra were acquired using a bent crystal spec-
trometer [9], at 10" scattering angle. This configuration
optimizes the scattering volume and hence the emitted
signal strength, and ensures sample homogeneity with re-
spect to pressure gradient. The pressure cell was mounted
outside the spectrometer, with the emitted x rays entering
the spectrometer chamber through a thin Be window.
Count rates at the maximum of the Ce L"1 line were of
the order of 10 Hz because of the low transmission by the
pressure cell.

Figure 1(a) shows the experimental L3 XAS spectra as a
function of pressure. The white line shows a marked de-
crease in intensity as Ce is driven through the !-" tran-
sition, while the feature denoted 4f0 progressively builds
up at higher energy. The overall spectral shape and the
spectral changes at the transition are consistent with early
results by Lengeler et al. [10]. In the latter, however, the "
phase was obtained from !-Ce by low temperature quench-
ing and the presence of parasitic $ phase cannot be ruled
out. Following the interpretation from Gunnarsson and
Schönhammer [11], the XAS final states split into multiple
components because of the 2p core-hole Coulomb poten-
tial acting on the mixed-valent ground state c0j4f0i#
c1j4f1i# c2j4f2i, where jcnj2 represent the weight of
the individual components and the superscripts indicate
the dominant configuration in each case. As an example,
the white line is mostly attributed to the 4f1 final-state
configuration, while the high-energy hump is mainly
4f0-like. We use this standard shorthand notation for the
subsequent referencing of the spectroscopic features. Note

that the 4f2 component, expected to show up in the pre-
edge region, is masked by the 2p3=2 core-hole lifetime. A
series of 2p3d-RIXS spectra were measured at 0 kbar in
the pressure cell at incident energies E0 in the Ce L3 edge
region. The general behavior of the RIXS spectra as a
function of the incident energy follows closely the results
obtained in Ce-Sc and Ce-Th alloys in the ! phase [7,12].
The series is not reproduced here, but we briefly summa-
rize the main findings: as the incident energy is tuned to the
pre-edge region, a shoulder shows up in the RIXS spectra
on the low energy-transfer side of the main emission (see
Fig. 2); this feature resonates at E0 $ 5718:3 eV (denoted
4f2 in Fig. 1); at higher incident energies, the main line
continues growing in intensity until it reaches a maximum
at the white line energy (4f1 label in Fig. 1), where the
fluorescence regime sets in. Accordingly, the low-energy
shoulder observed in the RIXS spectra at 5718.3 eV can be
traced back to a 4f2-dominated final state (see Fig. 2),
while the main emission line comes from transitions to
mainly 4f1 final states. In Fig. 2, we can follow the
evolution of the 2p3d-RIXS spectra measured at E0 $
5718:3 eV as the pressure is increased. The spectrum at
1.5 kbar barely shows a difference with the ambient pres-
sure data. However, a striking increase (%40%) in the
4f2=4f1 intensity ratio is observed as the system passes
the !-" transition pressure. In a previous experiment, we
had extracted the corrected 4f2=4f1 ratio after deconvolu-
tion from lifetime broadening using a phenomenological
approach. Here, we take a major step forward by carrying
out full multiplet calculations within the Anderson impu-
rity model. Details of the model calculations and Hamil-
tonian have been described in previous works [13,14]. We
use a basis set consisting of 4f0, 4f1v, and 4f2v2 configu-
rations in the ground state, where v denotes a hole in the
valence band below the Fermi energy ("F). The intermedi-
ate states are thus described by linear combinations of
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FIG. 1 (color online). (a) Experimental and (b) calculated L3

XAS spectra in elemental Ce as a function of pressure. The
spectra are normalized to a unity jump at the absorption edge.
Solid arrows point to the 4f0 and 4f1 components. The dashed
arrow indicates the incident energy where the 4f2 component
resonates in the 2p3d-RIXS spectra. Ticks in panel (b) are the
multiplet states (shown at 0 kbar).
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4 Transition de valence des électrons f 4.3 Composés Kondo : cas du cérium

(a) (b)

(c)

Figure 10 – (a) Spectres 2p3d-RXES au seuil L3 du Ce dans Ce0.90Th0.10 (a,b) et dans Ce sous
pression (c) (d’après Rueff et al. (2004, 2006b)) ; (a) en insert, spectres XAS

pliquer le modèle AIM aux données RIXS (spectres d’émissions résonantes et XAS). Ce travail réalisé
en collaboration avec M. Taguchi (RIKEN) nous a permis d’extraire les paramètres fondamentaux des
électrons f lors dans le transition γ-α dans le cérium, résumés dans le tableau 3.

Phase P (kbar) V (eV) 4f0 (%) 4f1 (%) 4f2 (%) nf TK (K)
Ce (γ) 0 0.31 5.1 92.5 2.4 0.97 70±10

- 10 0.34 7.7 89.6 2.7 0.95 200±50
Ce (α) 20 0.43 21.9 74.7 3.4 0.81 1700±200

Table 3 – Principaux paramètres de calcul dans le Ce sous pression : hybridation (V ) ; poids des
composantes 4f ; nombre d’électrons f (nf ) et température de Kondo TK (d’après Rueff et al. (2006b)).

Les données démontrent un transfert électronique partiel 4f1 → 4f0 d’environ 0.2 électrons en
accord avec les modèles antérieurs ; plus surprenant est le renforcement parallèle de la composante f2

lors de la transition interprété comme une signature d’un état fortement hybridé dans la phase α et
d’une diminution des corrélations électroniques.

Ces résultats ont ouvert la voie à d’autres expériences et approches théoriques. Dernièrement,
nous avons mesuré la valence du Ce dans le composé supraconducteur CeCu2Si2 par RXES sous
pression et à basse température décrit section 4.4. Nous avons également estimé la valence du Tm
dans TmTe sous pression en collaboration avec JAEA (Japan). Cette étude a permis de mettre à jour
un comportement Kondo anomal (écrantage multi-canal) qui permet d’expliquer le comportement
de certaines nanostructures magnétiques (Potok et al., 2007). Enfin, les résultats obtenus par RIXS
servent désormais pour la comparaison avec les calculs théoriques et la validation des modèles utilisés.
La théorie dynamique du champ moyen (DMFT) par exemple a été récemment appliquée à nos données
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Superconductivity induced by valence 
fluctuations ?

4.1 Critical-valence-fluctuation mediated
superconductivity

In ref. 1, the model Hamiltonian (1) with a spherical
conduction band (i.e., !k ¼ k2=2m" D, where D is the
Fermi energy of conduction electrons if it were decoupled
from f-electrons) was treated by the mean-field (MF)
approximation in the slave bosons formalism (with
Uff ! 1) to discuss the possibility of valence transition,
and by the Gaussian fluctuation theory around the mean-field
solution to discuss a possible superconducting state. As
shown in Fig. 2, the central results of ref. 1 are summarized
as follows:
1) Sharp valence change is caused by the effect of Ufc

with moderate strength, of the order of the Fermi
energy (D) of conduction electrons, when the f-level !f
is tuned to mimic the effect of the pressure.

2) The superconducting state is induced by the process of
exchanging slave-boson fluctuations for the values of
!f around which the sharp valence change occurs.

3) The symmetry of the induced superconducting state is
d-wave if a spherical model is adopted for conduction
electron. However, as seen in the argument below,
anisotropic pairing is induced by the CVF modes due
to their almost local nature.

The peak of Tc occurs at !f slightly smaller than that
corresponding to the steepest slope of the !nnf vs !f relation,
where !nnf denotes f-electron number per site and ‘‘spin’’.
Since !f simulates the pressure variation, this aspect of the
pressure dependence of Tc reproduces well that observed
experimentally in CeCu2Ge2 under pressure.9) It is also
remarked that a sharp change of !nnf is related to that of the
mass enhancement m#=m by a canonical relation in strongly
correlated limit:30,31)

m#

m
¼

1" !nnf

1" 2 !nnf
; ð2Þ

which in turn implies a drastic decrease of the coefficient
of the T2-term of the resistivity A, because A is proportional
to "2 / ðm#=mÞ2.21,32)

The !f-dependence of !nnf is smooth without Ufc, while its
dependence becomes steep as Ufc=D is increased to a
moderate strength of Oð1Þ. These results are consistent with
a physical picture that the rapid valence change occurs at the
condition !f þ Ufcnc ' EF (the Fermi energy of the f 0-state)
where the energy of the f 0- and f 1-state are degenerate,
leading to enhanced valence fluctuations. For much larger
values of Ufc=D or smaller values of V than those presented
in Fig. 2, there occur first-order like discontinuous transi-
tions, although they are not shown here. However, the
valence change occurs more sharply if we treat the problem
in much more proper approximation on the extended
Gutzwiller variational wave function.33)

It is remarked that Tc can exist only for the d-wave
(‘ ¼ 2) channel as far as the channels, ‘ ¼ 0, 1, and 2, are
concerned. There exists a sharp peak of Tc at around !f
where !nnf starts to show a rapid decrease. Its tendency
becomes more drastic as Ufc=D increases, making the
valence change sharper. In the region where the f-electron
number !nnf is decreased enough, Tc is strongly suppressed.
This suggests that the CVF associated with the sharp valence
change of Ce ions is the origin of the pairing.

The pairing interaction "0ðqÞ (¼ Vk;k0 with q ¼ k" k0) is
calculated by taking into account the Gaussian fluctuations
of slave bosons around the MF solution as mentioned above.
The result is shown in Fig. 3 for the parameter set " ¼
"0:5D and Ufc ¼ 0:9D.1) One can see clearly that the
scattering process ðf,fÞ ! ðf,cÞ or ðf,cÞ ! ðf,fÞ, in which the
valence of f-electrons is changed, plays a dominant role. It is
also remarked that "0ðqÞ is almost q-independent up to q ’
ð3=2ÞkF, reflecting the local nature of the valence transition.

The reason why d-wave pairing can be realized is
understood in the following way. While "0ðqÞ is always
positive and almost constant at 0 < q < ð3=2ÞkF, giving a
short-range strong repulsion, the sharp decrease at q >
ð3=2ÞkF gives an extended attraction, leading to pairing
of non-zero angular momentum, such as ‘ ¼ 1 and 2. One
can see this more vividly by inspecting a real space picture
of the pairing interaction

"0ðrÞ ¼
X

q

"0ðqÞeiq(r: ð3Þ

The result for "0ðrÞ is shown in Fig. 4 for the same
parameter set as Fig. 3. This clearly shows an existence of
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Fig. 2. Tc for the d-wave channel and !nnf , f-electron number per site and
‘‘spin’’, as a function of !f . The total number of electrons per site and
‘‘spin’’ is set as n ¼ 0:875, and the c-f hybridization is set as V ¼ 0:5D.
The unit of energy is given by D, the Fermi energy of parabolic
conduction band if it were decoupled from f-electrons: the dispersion
!k ¼ k2=2m"D is adopted for the conduction electrons.
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Fig. 3. Pairing interaction "0ðqÞ#ð0Þ, #ð0Þ being the quasiparticle density
of states at the Fermi level.
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4.1 Critical-valence-fluctuation mediated
superconductivity

In ref. 1, the model Hamiltonian (1) with a spherical
conduction band (i.e., !k ¼ k2=2m" D, where D is the
Fermi energy of conduction electrons if it were decoupled
from f-electrons) was treated by the mean-field (MF)
approximation in the slave bosons formalism (with
Uff ! 1) to discuss the possibility of valence transition,
and by the Gaussian fluctuation theory around the mean-field
solution to discuss a possible superconducting state. As
shown in Fig. 2, the central results of ref. 1 are summarized
as follows:
1) Sharp valence change is caused by the effect of Ufc

with moderate strength, of the order of the Fermi
energy (D) of conduction electrons, when the f-level !f
is tuned to mimic the effect of the pressure.

2) The superconducting state is induced by the process of
exchanging slave-boson fluctuations for the values of
!f around which the sharp valence change occurs.

3) The symmetry of the induced superconducting state is
d-wave if a spherical model is adopted for conduction
electron. However, as seen in the argument below,
anisotropic pairing is induced by the CVF modes due
to their almost local nature.

The peak of Tc occurs at !f slightly smaller than that
corresponding to the steepest slope of the !nnf vs !f relation,
where !nnf denotes f-electron number per site and ‘‘spin’’.
Since !f simulates the pressure variation, this aspect of the
pressure dependence of Tc reproduces well that observed
experimentally in CeCu2Ge2 under pressure.9) It is also
remarked that a sharp change of !nnf is related to that of the
mass enhancement m#=m by a canonical relation in strongly
correlated limit:30,31)

m#

m
¼

1" !nnf

1" 2 !nnf
; ð2Þ

which in turn implies a drastic decrease of the coefficient
of the T2-term of the resistivity A, because A is proportional
to "2 / ðm#=mÞ2.21,32)

The !f-dependence of !nnf is smooth without Ufc, while its
dependence becomes steep as Ufc=D is increased to a
moderate strength of Oð1Þ. These results are consistent with
a physical picture that the rapid valence change occurs at the
condition !f þ Ufcnc ' EF (the Fermi energy of the f 0-state)
where the energy of the f 0- and f 1-state are degenerate,
leading to enhanced valence fluctuations. For much larger
values of Ufc=D or smaller values of V than those presented
in Fig. 2, there occur first-order like discontinuous transi-
tions, although they are not shown here. However, the
valence change occurs more sharply if we treat the problem
in much more proper approximation on the extended
Gutzwiller variational wave function.33)

It is remarked that Tc can exist only for the d-wave
(‘ ¼ 2) channel as far as the channels, ‘ ¼ 0, 1, and 2, are
concerned. There exists a sharp peak of Tc at around !f
where !nnf starts to show a rapid decrease. Its tendency
becomes more drastic as Ufc=D increases, making the
valence change sharper. In the region where the f-electron
number !nnf is decreased enough, Tc is strongly suppressed.
This suggests that the CVF associated with the sharp valence
change of Ce ions is the origin of the pairing.

The pairing interaction "0ðqÞ (¼ Vk;k0 with q ¼ k" k0) is
calculated by taking into account the Gaussian fluctuations
of slave bosons around the MF solution as mentioned above.
The result is shown in Fig. 3 for the parameter set " ¼
"0:5D and Ufc ¼ 0:9D.1) One can see clearly that the
scattering process ðf,fÞ ! ðf,cÞ or ðf,cÞ ! ðf,fÞ, in which the
valence of f-electrons is changed, plays a dominant role. It is
also remarked that "0ðqÞ is almost q-independent up to q ’
ð3=2ÞkF, reflecting the local nature of the valence transition.

The reason why d-wave pairing can be realized is
understood in the following way. While "0ðqÞ is always
positive and almost constant at 0 < q < ð3=2ÞkF, giving a
short-range strong repulsion, the sharp decrease at q >
ð3=2ÞkF gives an extended attraction, leading to pairing
of non-zero angular momentum, such as ‘ ¼ 1 and 2. One
can see this more vividly by inspecting a real space picture
of the pairing interaction

"0ðrÞ ¼
X

q

"0ðqÞeiq(r: ð3Þ

The result for "0ðrÞ is shown in Fig. 4 for the same
parameter set as Fig. 3. This clearly shows an existence of
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Fig. 2. Tc for the d-wave channel and !nnf , f-electron number per site and
‘‘spin’’, as a function of !f . The total number of electrons per site and
‘‘spin’’ is set as n ¼ 0:875, and the c-f hybridization is set as V ¼ 0:5D.
The unit of energy is given by D, the Fermi energy of parabolic
conduction band if it were decoupled from f-electrons: the dispersion
!k ¼ k2=2m"D is adopted for the conduction electrons.
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Fig. 3. Pairing interaction "0ðqÞ#ð0Þ, #ð0Þ being the quasiparticle density
of states at the Fermi level.
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Continuous variation of nf through Pv (at T=14 
K) in agreement with valence fluctuation model 
providing Tcritical ∼ 0 K
Evidence of a new pairing mechanism
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Hole-equivalent : YbCu2Si2
ID16 (ESRF)

A. Fernandez, JPR et al., PRB, 86, 125104 (2012)

RXES, Lα1 line
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FIG. 1. (Color online) P -T phase diagram of YbCu2Si2 (adapted
from Ref. 12 for P < 13 GPa and from Ref. 13 for P > 13 GPa).
TM 1 (squares) and Pc are the ferromagnetic order temperature and
the critical pressure, respectively. Solid circles indicate the (P ,T )
locii where the valence was measured at constant temperature (300,
15, and 7 K), and open circles are the temperature dependence at
constant pressure (7 and 15 GPa). TMax (Ref. 9) is related to the
Kondo temperature. See details in text.

The ordering temperature for P < 13 GPa has been measured
on single crystals of the same batch as those studied here.12

As discussed in Ref. 12, the magnetic ordering temperature
is higher than that reported in most previous studies but is
compatible with the results of Winkelman et al.,13 whose data
we have taken for the high-pressure part of the diagram.

II. EXPERIMENTAL DETAILS

As the energy scales and the magnetic ordering temperature
are low, it is important to combine both conditions of
high pressure and low temperature. Early measurements in
YbCu2Si2 (Refs. 17 and 21) and in the sibling compounds
YbNi2Ge2 and YbPd2Si2 (Ref. 22) at ambient pressure already
pointed out a continuous valence decrease with temperature,
while under pressure, Yb is shown to approach a trivalent
configuration in both YbNi2Ge2 and YbPd2Si2 (at 300 K).
But all these measurements were taken far from the critical
region, in either pressure or temperature parameter space, to
provide an accurate description of the low-energy interactions
and of their interplay. In contrast here, the data were obtained
at high-pressure and low-temperature conditions, very close to
the ferromagnetic order state, as indicated in the phase diagram
in Fig. 1. We have used high-quality single crystals grown by
an In-flux method (using MgO crucibles) as described in detail
elsewhere.11 No signs of residual indium were detected either
as parasitic phases by x-ray characterization or as a spurious
superconducting transition in the resistivity. Moreover, the
extremely high value of the residual resistivity ratio (>200)
indicates a very high crystal purity, implying no (or only ex-
tremely limited) indium substitution on the Si or Cu sites. The
spectroscopic measurements were performed at the ID16 beam
line of the European Synchrotron Radiation Facility (ESRF,
Grenoble, France). The undulator beam was monochromatized
with a pair of Si(111) crystals and focused to a size of 40 µm
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FIG. 2. (Color online) PFY-XAS spectra measured at 7 K at
selected pressures. The center position of Yb2+ and Yb3+ components
are indicated along with the assumed quadrupolar peak E2.

(vertical) and 100 µm (horizontal) at the sample position.
The scattered x-rays were analyzed by a Rowland circle
spectrometer equipped with a spherically bent Si (620) crystal.
The energy resolution was about 1.5 eV. A sample ∼20 µm
thick was loaded in a membrane-driven diamond-anvil cell
(DAC) with silicon oil as a pressure-transmitting medium. The
DAC was mounted in a helium circulation cryostat for low-
temperature measurements. The lowest temperature achieved
was 7 K. Pressure was estimated from the fluorescence of a
ruby chip placed in the pressure chamber.

III. RESULTS AND DISCUSSION

The first sign of the mixed valent state can be observed
in the absorption spectra at the Yb L3 edge. The spectra
were recorded in the partial fluorescence (PFY) mode at
the Yb Lα1 line in order to reduce lifetime broadening
effects and sharpen the spectroscopic features.19 As shown in
Fig. 2, the spectral line shape presents a double-edge structure
reminiscent of an admixture of Yb2+ and Yb3+ ions. A weak
feature on the low-energy side of the Yb2+ peak denoted E2
in Fig. 2 is related to quadrupolar transition towards empty
Yb3+, 4f states. We notice a strong variation of the Yb2+

to Yb3+ intensity ratio with increasing pressure, signaling
the progressive conversion towards the Yb3+ state. Although
the valence can, in principle, be extracted from the PFY
x-ray absorption spectroscopy (XAS) spectra, the method is
somewhat complicated by the uncertainty about the position of
the edge step. A better way is to utilize the resonant emission
spectra instead. The main advantage of the resonant regime
(RIXS) is the possibility to selectively enhance either the
Yb2+ (2p6f 145d0) or the Yb3+ (2p6f 135d1) component by
an appropriate choice of the incident photon energy hνin, thus
providing a high accuracy in the estimation of the valence. The
Yb Lα1 RIXS spectra measured at the Yb2+ resonance (hνin =
8.9404 keV) are summarized in Fig. 3 for different pressure
and temperature conditions. The two main features peaking at
an energy transfer, Et = hνin − hνout, of 1525.5 and 1530.5 eV
correspond to transitions from the Yb2+ and Yb3+ components
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FIG. 3. (Color online) Pressure and temperature dependence of
the Yb Lα1 RIXS spectra in YbCu2Si2. The four panels summarize
the results obtained at a constant temperature of (a) 7 K and (b) 15 K
and a constant pressure of (c) 7 GPa and (d) 15 GPa. The arrow
indicates the quadrupolar peak E2.

of the initial mixed valent ground state |g〉 = a|f 13〉 + b|f 14〉.
To enhance spectral changes in Fig. 3, all the spectra are
normalized to the Yb2+ intensity and plotted versus Et . The
vertical arrow around Et = 1520 eV indicates the position of
the quadrupole-allowed transition (E2) 2p64f 13 → 2p54f 14

of Yb3+. In the resonant regime this feature is much weaker
than in the PFY spectra. We observe a clear increase of the
Yb3+ intensity under pressure with respect to Yb2+ at all
measured temperatures [7, 15, and 300 K (not shown)], while
the weak E2 feature stays mostly unchanged. This transfer of
spectral weight is consistent with the expected delocalization
of 4f electrons under pressure and increase of Yb valence. In
contrast, the Yb valence is found to decrease upon cooling at 7
and 15 GPa, following the reported trend at ambient pressure17

towards a divalent state. We now turn to the quantitative
investigation of Yb valence as a function of both pressure
and temperature. The valence was extracted from the RIXS
data using the expression v = 2 + I 3+/(I 2+ + I 3+), where
I 2+ and I 3+ are the integrated intensities of the pure-valent
spectral components. These were evaluated by fitting the data
with two Gaussian line shapes centered on the 2 + and 3 +
peaks; the background contribution was taken into account
by an arctangent function. The E2 feature was disregarded
in the analysis because of its negligible contribution. The
results, summarized in Fig. 4, provide a comprehensive picture
of f -electron delocalization near the critical region at high
pressure and low temperature. First, they show a monotonous
increase of the valence under pressure towards trivalency,
independent of temperature, as we previously inferred from the
spectra inspection. At all temperatures, the v(P ) dependence
shows a strong and close-to-linear increase at low pressures,
followed by a much weaker increase at high pressures. This
change of slope occurs in a relatively small pressure window

3.00

2.95

2.90

2.85

2.80

2.75

2.70
3002001000

T (K)

(b)

 15 GPa
   7 
   0  (Ref. 16)

3.00

2.95

2.90

2.85

2.80

2.75

2.70
Y

b 
 v

al
en

ce

20151050
P (GPa)

(a)

300 K
  15
    7 

Pk

FIG. 4. (Color online) (a) Valence-pressure dependence of
YbCu2Si2 at 7, 15, and 300 K. The arrow indicates the pressure
where a kink is observed (Pk). (b) Valence-temperature dependence
at 15 and 7 GPa and at ambient pressure (open circles;17 the black
diamond is the value we obtained in this work). Dashed lines are
guides to the eyes.

(9–11 GPa) for all the temperatures we measured. It is
particularly visible at 15 K, where the kink (defined as Pk

in the following) is found at ∼10 GPa, a pressure comparable
to Pc. Above Pk the valence keeps increasing, but more slowly,
reaching 2.95 even at the highest measured pressure, 22 GPa,
in the vicinity of the magnetic ordered phase. Thus, in the
high-pressure region of the phase diagram, magnetism is found
to set in for a noninteger valence v < 3.23 As discussed in detail
by Flouquet and Harima,14 this may be the main difference
compared to cerium systems, as the hierarchy of the energy
scales in Yb may allow the formation of the heavy fermion and
the magnetically ordered state for a much wider range of the
Yb valence than in Ce. This is a strong motivation for further
studies to compare the macroscopic phase diagrams with the
valence state measured at high pressure and low temperature
in other ytterbium systems where magnetic order is induced
with pressure, such as YbInCu4, where the valence transition
at ambient pressure is already well documented.17

In Fig. 4(b), the temperature dependence of the valence
at constant pressure further highlights the interplay of the
significant energy scales. At all pressures the valence decreases
with decreasing temperature. The previous measurement at
ambient pressure17 found that this decrease occurs mainly in
the temperature range T < 150 K. In the present study we
focus more specifically on the low-temperature side below
150 K. We do, however, find at all pressures a decrease of the
valence in the temperature range 7–150 K, at least as strong as
that found at ambient pressure, and virtually no temperature
change of the valence between 150 and 300 K. This implies
that the temperature where the valence starts to decrease is
relatively insensitive to pressure and so is probably not directly
related to the Kondo temperature, which strongly decreases
with pressure (see Fig. 1). These features are likely related to
CEF effects and to the localized behavior of the 4f electrons
at high temperature, leading to the system favoring an integer
valence. In fact, neutron measurements24,25 have revealed that
the first excited doublet in YbCu2Si2 is located around 140 K,
and the second one is above 300 K. Thus, the initial increase
of |∂v/∂T | between 0 and 7 GPa is understood as being due
to increasing magnetic fluctuations.
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FIG. 3. (Color online) Pressure and temperature dependence of
the Yb Lα1 RIXS spectra in YbCu2Si2. The four panels summarize
the results obtained at a constant temperature of (a) 7 K and (b) 15 K
and a constant pressure of (c) 7 GPa and (d) 15 GPa. The arrow
indicates the quadrupolar peak E2.

of the initial mixed valent ground state |g〉 = a|f 13〉 + b|f 14〉.
To enhance spectral changes in Fig. 3, all the spectra are
normalized to the Yb2+ intensity and plotted versus Et . The
vertical arrow around Et = 1520 eV indicates the position of
the quadrupole-allowed transition (E2) 2p64f 13 → 2p54f 14

of Yb3+. In the resonant regime this feature is much weaker
than in the PFY spectra. We observe a clear increase of the
Yb3+ intensity under pressure with respect to Yb2+ at all
measured temperatures [7, 15, and 300 K (not shown)], while
the weak E2 feature stays mostly unchanged. This transfer of
spectral weight is consistent with the expected delocalization
of 4f electrons under pressure and increase of Yb valence. In
contrast, the Yb valence is found to decrease upon cooling at 7
and 15 GPa, following the reported trend at ambient pressure17

towards a divalent state. We now turn to the quantitative
investigation of Yb valence as a function of both pressure
and temperature. The valence was extracted from the RIXS
data using the expression v = 2 + I 3+/(I 2+ + I 3+), where
I 2+ and I 3+ are the integrated intensities of the pure-valent
spectral components. These were evaluated by fitting the data
with two Gaussian line shapes centered on the 2 + and 3 +
peaks; the background contribution was taken into account
by an arctangent function. The E2 feature was disregarded
in the analysis because of its negligible contribution. The
results, summarized in Fig. 4, provide a comprehensive picture
of f -electron delocalization near the critical region at high
pressure and low temperature. First, they show a monotonous
increase of the valence under pressure towards trivalency,
independent of temperature, as we previously inferred from the
spectra inspection. At all temperatures, the v(P ) dependence
shows a strong and close-to-linear increase at low pressures,
followed by a much weaker increase at high pressures. This
change of slope occurs in a relatively small pressure window
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YbCu2Si2 at 7, 15, and 300 K. The arrow indicates the pressure
where a kink is observed (Pk). (b) Valence-temperature dependence
at 15 and 7 GPa and at ambient pressure (open circles;17 the black
diamond is the value we obtained in this work). Dashed lines are
guides to the eyes.

(9–11 GPa) for all the temperatures we measured. It is
particularly visible at 15 K, where the kink (defined as Pk

in the following) is found at ∼10 GPa, a pressure comparable
to Pc. Above Pk the valence keeps increasing, but more slowly,
reaching 2.95 even at the highest measured pressure, 22 GPa,
in the vicinity of the magnetic ordered phase. Thus, in the
high-pressure region of the phase diagram, magnetism is found
to set in for a noninteger valence v < 3.23 As discussed in detail
by Flouquet and Harima,14 this may be the main difference
compared to cerium systems, as the hierarchy of the energy
scales in Yb may allow the formation of the heavy fermion and
the magnetically ordered state for a much wider range of the
Yb valence than in Ce. This is a strong motivation for further
studies to compare the macroscopic phase diagrams with the
valence state measured at high pressure and low temperature
in other ytterbium systems where magnetic order is induced
with pressure, such as YbInCu4, where the valence transition
at ambient pressure is already well documented.17

In Fig. 4(b), the temperature dependence of the valence
at constant pressure further highlights the interplay of the
significant energy scales. At all pressures the valence decreases
with decreasing temperature. The previous measurement at
ambient pressure17 found that this decrease occurs mainly in
the temperature range T < 150 K. In the present study we
focus more specifically on the low-temperature side below
150 K. We do, however, find at all pressures a decrease of the
valence in the temperature range 7–150 K, at least as strong as
that found at ambient pressure, and virtually no temperature
change of the valence between 150 and 300 K. This implies
that the temperature where the valence starts to decrease is
relatively insensitive to pressure and so is probably not directly
related to the Kondo temperature, which strongly decreases
with pressure (see Fig. 1). These features are likely related to
CEF effects and to the localized behavior of the 4f electrons
at high temperature, leading to the system favoring an integer
valence. In fact, neutron measurements24,25 have revealed that
the first excited doublet in YbCu2Si2 is located around 140 K,
and the second one is above 300 K. Thus, the initial increase
of |∂v/∂T | between 0 and 7 GPa is understood as being due
to increasing magnetic fluctuations.
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absorption spectral profile at the pre-edge is dominated by 4f–4f

interactions. The energy separations in the final state of the

RXES process are additionally influenced by 4f–3d interactions.

This is nicely observed for the case of Ce(IV) in CeO2 where no

4f–4f interactions are present but a multiplet splitting can be seen

in RXES due to the 4f–3d interactions in the final state (Fig. 5a

and b). In case of Yb(III) (4f13) no multiplet splitting is found in

the final 2p53d104f14 state due to the filled 4f shell (Fig. 6b and c).

A more complicated case occurs for Ce2(CO3)3 (4f
1) where final

and intermediate states are separated (Fig. 5c and d) due to both

3d–4f and 4f–4f electron–electron interactions. The effect of the

electron–electron interactions for Ce3+ (4f1) is demonstrated in

Fig. 7 where additional calculations were performed with the 3d–

4f (Fig. 7c) and 4f–4f (Fig. 7b) interactions set to zero,

respectively.

In Fig. 8 we show the experimental RXES profiles of

Eu2(CO3)3 and Sm2O3 with formally 4f6 and 4f5 ground state

configuration, respectively. The incident energies correspond to

the pre-edge region of the Eu and Sm L3 absorption spectrum.

Experimental results are compared to atomic multiplet calcula-

tions for the absorption process. The spectral shapes are

distinctly different from the 4f0, 4f1 and 4f13 configurations. The

arguments regarding the relevance of 4f–4f and 3d–4f interac-

tions as made in context with Fig. 7 also apply here but the

number of intermediate and final states is considerably larger.

The theoretical analysis in the present work neglects orbital

mixing. We assume here that the ground state of CeO2 has 4f0

Fig. 5 Experimental (a and c) and theoretical (b and d) RXES profiles

around the La1 (3d5/2–2p3/2) X-ray emission line of CeO2 and Ce2(CO3)3.

The incident energies correspond to the pre-edge region of Ce L3

absorption spectra. Dashed lines represent a one dimensional cut along

the energy transfer axis through the RXES plane and show the RXES

final states.

Fig. 6 (a) High resolution (HERFD) Yb L3 XANES spectrum of Yb2O3

recorded with the X-ray emission energy set to 7416 eV. The spectrum is

compared to a total fluorescence yield (TFY) curve recorded using

a photodiode. (b and c) Experimental and theoretical RXES profiles

around the La1 (3d5/2–2p3/2) X-ray emission line of Yb2O3. The incident

energies correspond to the pre-edge region of the Yb L3 absorption

spectrum.
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1. The O4,5 (5d\5f) edge

For the Th O4,5 !5d→5f" transition the spin-orbit pa-
rameters are !5f=0.21 and !5d=2.70 eV, and the electro-
static energies are E!3D"=−0.315, E!3P"=−2.823, and
E!1P"=15.187 eV, which are taken relative to the aver-
age energy !i.e., we take F0=0, which leads to a rigid
shift of the total spectrum". Diagonalization of the ma-
trix in Eq. !76" gives the following eigenvalues !in eV"
and corresponding eigenstates:

E1 = − 5.303;

"1 = 0.392"!3D" − 0.920"!3P" + 0.025"!1P" ,

E2 = − 0.274;

"2 = − 0.906"!3D" − 0.381"!3P" + 0.186"!1P" ,

E3 = 15.753;

"3 = 0.161"!3D" − 0.095"!3P" + 0.982"!1P" , !77"

From the square of the "!1P" coefficients, we obtain the
intensities as I1=0.06%, I2=3.45%, and I3=96.5%. Thus
the spectrum consists of two small peaks at low energy
and one intense peak at high energy. These correspond
to the weak prepeaks at low energy and the giant reso-
nance at high energy in the experimental spectrum. The
prepeaks are switched on by the spin-orbit interaction.
In the absence of this interaction, all intensity is in the
high-energy peak, which is the dipole-allowed transition
in LS coupling. With increasing spin-orbit interaction, L
and S cease to be good quantum numbers and only J
remains a good quantum number, so that levels with the
same J will mix. Equation !77" shows that prepeaks have
mainly triplet character, whereas the giant resonant has
mainly singlet character. While all states are rather pure
in LS character, they are strongly mixed in core j char-
acter, namely,"1 has 80% d5/2 and 20% d3/2, while "2 and
"3 both have 60% d5/2 and 40% d3/2 character.

The above spectral analysis can also be considered
from the viewpoint of perturbation theory. For the O4,5
edge, the electrostatic interaction is much larger than
the spin-orbit interaction, which can be considered as a
perturbation. First-order perturbation theory gives an
energy separation between the triplet and singlet spin
states of #E=#!#Eel"2+ !#Eso"2 and a relative intensity
for the “forbidden” triplet states of Itriplet /Isinglet
= !#Eso"2 /2!#Eel"2, where #Eel and #Eso are the effec-
tive splitting due to electrostatic and spin-orbit interac-
tion, respectively. Comparing this to the values obtained
from exact matrix diagonalization shows that this simple
perturbation model holds reasonably well. Therefore,
the relative intensity of the prepeak structure is a sensi-
tive measure for the strength of the 5d core spin-orbit
interaction relative to the 5d ,5f electrostatic interaction.

The picture for the other light elements fn is similar,
but becomes rapidly more complicated with increasing
n. The main peaks in the spectrum are due to the al-

lowed transitions #S=0, #L=−1, 0, 1. For a ground state
f1!2F5/2" the allowed transitions to a final state in
LS-coupled basis are 2D, 2F, and 2G, with J=3/2, 5 /2,
and 7/2. The small 5d spin-orbit interaction allows for-
bidden transitions with #S=1 to final states with quartet
spin !S=3/2", which are at lower energy due to the 5d ,5f
exchange energy. The splitting within the main peak is
due to both Coulomb interaction and spin-orbit interac-
tion, and these cannot be separated. For f2 !3H4", the
dipole-allowed transitions are to 3G, 3H, and 3I states
with J=3, 4, and 5. In intermediate coupling, the ground
state is a mixture of different LS states, namely,88%
3H4, 1% 3F4, and 11% 1G4. Analysis of the prepeak
structure shows that it contains a mixture of mainly trip-
let and quintet spin states.

For less than a half-filled shell, there are always for-
bidden states with high spin at lower energies. The rea-
son for this is that, for a ground state 5fn with maximum

FIG. 14. !Color online" Calculated actinide O4,5 absorption
spectra with !thick line" and without !thin line" 5d core spin-
orbit interaction for the ground-state configurations f0 to f9.
Atomic values of the Hartree-Fock-Slater parameters were
used as tabulated in Ogasawara et al. !1991". The relative en-
ergy refers to the zero of the average energy of the total final-
state configuration. The decay channels that give rise to the
broadening were not taken into account, instead all spectral
lines were broadened with the same Lorentzian line shape of
$=0.5 eV. The prepeak region and giant resonance are ex-
pected to be below and above $5 eV, respectively.
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spin S, the maximum spin for the final state 5d95fn+1 is
S+1 for n!6, and S for n"7 !cf Fig. 3 in Thole and van
der Laan, 1988a". The energy separation between the
states with different spin is determined by the exchange
interaction. A necessary requirement of a sharp prepeak
is that its decay lifetime is long: A high spin state has the
advantage that there are no, or only a few, states with
the same S into which it can decay. The excited state is
then called “double forbidden.” Complications in the LS
picture arise from the fact that the ground state is
strongly mixed, e.g., 5f3 has 84% S=4 and 16% S=2,
and 5f5 has 67% S=6 and 27% S=4 !see Table V". This
increased mixing of the spin states causes a decrease in
energy separation between the prepeak and giant reso-
nance with increasing atomic number.

Figure 14 shows the calculated actinide O4,5 spectra in
the presence !thick line" and absence !thin line" of 5d
core spin-orbit interaction for the ground-state configu-
rations f0 to f9. The decay channels that give rise to the
broadening were not taken into account, instead all
spectral lines were broadened with the same Lorentzian
line shape of #=0.5 eV. The prepeak region and giant
resonance are expected to be below and above #5 eV,
respectively. In all cases, it is clearly seen that when the
spin-orbit interaction is switched on, additional structure
appears at low energy. This corresponds to the high-spin
states that become allowed. This picture holds up quite
well up to n=6. For higher value of n, the original main

peaks disappear at the cost of the low-energy peaks. As
mentioned above, for n"7 the final state has the same
spin multiplicity as the ground state and there are no
forbidden spin transitions. States of the same spin are
mixed by the 5d spin-orbit interaction, which increases
in strength over the series !from $5d=2.70 eV for Th to
4.31 eV for Cm".

The calculated actinide O4,5 absorption spectra from
Fig. 14 were convoluted using a Fano line-shape broad-
ening for the giant resonance and shown in Fig. 15. In
general, the agreement between the experimental EELS
O4,5 edges in Fig. 12 and the calculated O4,5 edges in Fig.
15 is quite satisfying. First, the prepeak and giant reso-
nance in the calculated O4,5 edge for n=0 and 1 are
similar in form and intensity to the Th O4,5 EELS edge,
and the calculated O4,5 edge for n=3 is similar to U
!Moore et al., 2003". Further, note that the width of the
calculated O4,5 edge in Fig. 15 reduces by about half
when going from n=5 to 6, which is exactly what is ob-
served between Pu and Am in the O4,5 EELS in Fig. 12.
This is due to the fact that the j=5/2 level is almost
entirely full in Am, meaning the d3/2→ f5/2 transition is
almost completely removed when going from Pu to Am.

Summarizing, the final states are close to the
LS-coupling limit for the O4,5 edge. The 5d core spin-
orbit interaction, which is much smaller than the electro-
static interaction, switches on the intensity of the pre-
peaks with high spin that are located at lower energy.

2. The N4,5 (4d\5f) edge

For the Th N4,5 !4d→5f" transition, the spin-orbit pa-
rameters are $5f=0.23 and $4d=15.38 eV and the 4d95f1

final-state electrostatic energies are E!3D"=−0.055,
E!3P"=−0.993, and E!1P"=0.267 eV, which are taken
relative to the average energy of the configuration !i.e.,
F0=0". Solving the final-state Hamiltonian in Eq. !76"
gives the following eigenvalues with eigenstates !in eV":

E1 = − 16.489;

%1 = 0.529%!3D" + 0.565%!3P" − 0.633%!1P" ,

E2 = − 15.058;

%2 = − 0.847%!3D" + 0.302%!3P" − 0.437%!1P" ,

E3 = − 22.508;

%3 = 0.056%!3D" + 0.767%!3P" − 0.639%!1P" , !78"

where the 1P character gives the intensities 40.1, 19.1,
and 40.8%, respectively. Hence, we obtain a double
peak at −16.5 and −15 eV and a single peak at 22.5 eV.
These energy positions are close to those expected for
the pure j=5/2 and 3/2 levels, which are at − 1

2c$=
−15.38 eV and 1

2 !c+1"$=23.7 eV, respectively. Thus, we
can truly assign these peaks to the N5 and N4 edges. The
branching ratio is obtained as the intensity ratio
I!N5" / $I!N4"+I!N5"%=0.592, which is close to the statis-

FIG. 15. Calculated actinide O4,5 absorption spectra with 5d
core spin-orbit interaction for the ground-state configurations
f0 to f9 using a Fano line-shape broadening for the giant reso-
nance. Calculational details are the same as in Fig. 14.
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Figure 2: A schematic representation of the typical excitations that are accessible using
non-resonant inelastic x-ray scattering. The energy transfers, as indicated, represent only
the order of magnitude values.

where �(r, t) is the electron density operator and the brackets denote the expectation
value taken over the ground state. From this formulation it can be seen, that S(q,⇥) is
the Fourier transform of the density-density correlation function over space and time.
Thus by studying the dynamic structure factor in (q,⇥)-space the dynamics and the
spatial distribution of the density fluctuations in a system can be accessed. According
to Eq. (6) the magnitude of the momentum transfer q and the energy transfer ⇥ deter-
mine the spatial and time scales on which the density correlations are examined [10].
When 1/q is considerably larger than the relevant length scale of the system (e.g. the
average inter-particle distance), mainly long range density correlations, such as collec-
tive excitations, contribute to the S(q, ⇥). On the other hand, when larger momentum
transfer values are used, the short range and more single particle-like correlations are
emphasized. A schematic energy spectrum showing the various excitations that are
accessible using non-resonant inelastic scattering is depicted in Fig. 2. It should, how-
ever, be noted that in addition to the typical ⇥ values, some excitations are observable
only within certain ranges of q. Thus not all excitations shown in the figure can be
observed at some specific value of the momentum transfer.

2.3 Valence excitations

Valence excitations are probed when the energy transfer in the experiment is su⇤cient
for the excitation of valence electrons. The observed x-ray scattering spectrum is
typically composed of contributions from several kinds of excitations. These include,
for example, single-particle-like excitations, plasmons and excitons. The contribution
of each process to the scattering spectrum depends on the momentum transfer used in
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ever, be noted that in addition to the typical ⇥ values, some excitations are observable
only within certain ranges of q. Thus not all excitations shown in the figure can be
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Valence excitations are probed when the energy transfer in the experiment is su⇤cient
for the excitation of valence electrons. The observed x-ray scattering spectrum is
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!vertical!. A set of nine spherically bent Si"660! analyzer
crystals with 1 m bending radius, horizontal scattering geom-
etry and vertical Rowland circles, provided a bandwidth of
1.3 eV at a final photon energy Ef of 9.689 keV, and an
intensity of 7!1013 photons /s for a 25 "rad vertical diver-
gence of the undulator radiation. The Bragg angle of the
analyzers was fixed at 88.5°, and the geometry chosen in
order to measure five different momentum-transfer values
simultaneously, using a position sensitive detector based on a
256!256 photon counting pixel array. For these measure-
ments we used a UO2 single crystal with an external surface
perpendicular to a #111$ direction, US and USe crystals with
natural faces perpendicular to "100!, and a 2000 Å thick
epitaxial film of # uranium, grown on a corundum "#-Al2O3!
substrate and capped with a 50 Å thick Nb film. A He-flow
cryo-cooler was used to cool the samples to a base tempera-
ture of 10 K. Data have been collected in symmetric reflec-
tion geometry by scanning the incident photon energy $%i
=$% f +$% at fixed final energy, covering the $% energy-loss
interval corresponding to the uranium O4,5 "5d→5f! absorp-
tion edges. In the case of the #-U thin film, a grazing-
incidence geometry has been used to minimize the contribu-
tion of the corundum substrate to the measured signal.

Cross sections are particularly large between shells of the
same principal quantum number, such as for the 5d→5f
transition. We also performed measurements across the ura-
nium N4,5 "4d→5f! absorption edges, but failed to observe
NIXS signals because the smaller radial overlap of initial and
final wave functions results in a much lower cross section.

IV. EXPERIMENTAL RESULTS

Figure 1 shows a typical spectrum measured for UO2 over
an extended energy-loss range, keeping the scattering vector,
q, fixed at a given value. The NIXS signal is obtained by
fitting the broad Compton peak to a polynomial function and
then subtracting it from the total measured intensity. The
spectra obtained with this procedure for UO2 at room tem-
perature are shown in Fig. 2, where data at different q values
are normalized to the peak intensity of the feature centered at
about 104 eV.

The dipole spectrum, which is observed at q=2.81 Å−1,
shows the typical, ill-defined giant-resonance shape together
with a prepeak around 99 eV, in good agreement with earlier
XAS24 and EELS25,26 measurements. Increasing q above
9 Å−1, the dipole transitions become negligible while pro-
nounced peaks due to higher multipole transitions appear at
lower energies. An asymmetric peak with a maximum at
103.6 eV and a clearly resolved double-peak feature with
maxima at 94.9 and 97.3 eV characterize the spectrum at q
=9.88 Å−1. NIXS spectra for UO2 have also been measured
at 10 K, in the ordered antiferromagnetic-antiferroelectric
quadrupole phase. A comparison with the room-temperature
spectra does not reveal differences beyond the statistical
error.

The NIXS spectra obtained at room temperature and q
=9.5 Å−1 for the metallic systems US, USe, and #-U are
shown in Fig. 3. The ground state and the electronic structure
of the uranium monochalcogenides US and USe are very
similar, and indeed the NIXS spectra observed for these two
compounds are almost identical. For the feature at higher
energy, the peak maximum is at 102.7 eV, about 1 eV lower
than in UO2. Moreover, the lower energy feature has not the
double-peak shape observed in UO2. In the #-U case, the
NIXS response is similar to that of the monochalcogenides,
the main difference being the relative intensity of the two
features.

V. MANY-ELECTRON CALCULATIONS

A. Technicalities

Many-electron atomic spectral calculations enable us to
identify the origin of the observed multipole transitions.
These calculations are particularly powerful in the case of
localized materials7,27,28 and used here to calculate the
electric-multipole transitions U 5f2→5d95f3 for direct com-
parison with the measured spectra of UO2.

The wave functions of the initial- and final-state configu-
rations were calculated in intermediate coupling using Cow-
an’s atomic Hartree-Fock "HF! code with relativistic

0.0

0.5

1.0

1.5

2.0

2.5

0 100 200 300 400 500

In
te
ns
ity
(1
03
cn
ts
/s
)

Energy loss (eV)

q = 9.6 Å-1

0.0

0.5

1.0

1.5

2.0

2.5

-4 -2 0 2 4

In
te
ns
ity
(1
03
cn
ts
/s
)

Energy loss (eV)

FIG. 1. Photon energy-loss spectrum measured for UO2 at room
temperature over an extended energy range including the elastic and
Compton peaks. Data have been collected with a fixed final energy
of 9.689 keV, at a transferred wave vector q=9.6 Å−1. The inset
shows the elastic peak, whose full width at half maximum is 1.3 eV.
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FIG. 2. "Color online! NIXS spectra measured for UO2 at the
uranium O4,5 edges with a fixed final energy of 9.689 keV, at dif-
ferent values of the scattering vector q as indicated. The NIXS
signal has been normalized to the peak centered at 104 eV in the
high-q spectra.
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corrections.29 The obtained ab initio values of the Slater pa-
rameters, Fk and Gk, and the spin-orbit parameters, !!d" and
!!f", are listed in Table I. For comparison, the values for the
final-state configuration 4d95f3, associated with the N4,5
edge, are also displayed. The values show that the ratio
G1!d , f" /!!d", which determines the overall appearance of
core level spectra,30 increases from 0.05 for the N4,5 edge to
3.9 for the O4,5 edge. Hence, the electrostatic interactions,
which produce a multiplet structure spread out over a wide
energy range, govern in first instance the shape of the O4,5
spectrum. However, as we will see in Sec. VI A, the inter-
play with the 5d spin-orbit interaction complicates the situa-
tion.

Angle-integrated electric 2k-pole transitions have been
calculated from the initial state U 5f2 to the final-state levels

of the 5d95f3 configuration in spherical symmetry, implicitly
using the selection rules and symmetry constraints. In these
calculations, the HF values of the Slater parameters were
reduced with a scaling factor g=0.7 to account for screening
effects. A scaling of typically g=0.7-0.8 is standard proce-
dure in multiplet calculations for 3d transition metals,31 rare
earths,27 and actinides30,32 since it gives the best agreement
with the measured core-level spectra. The calculated Ik spec-
tra are shown in Fig. 4!b", where the intensities of the al-
lowed transitions have been convoluted by a Lorentzian of
half-width "=0.5 eV and a Gaussian of #=0.5 eV.

B. Dipole spectrum and giant resonance

Shallow core levels, such as the rare earth N4,5 and ac-
tinide O4,5 edges, show intense and broad structures known
as giant or Fano resonances, which have been explained long
ago.33–36 In Fig. 2!a" the giant resonance appears in the mea-
sured dipole spectrum as a broad band around 112 eV with a
weak shoulder at 108 eV. Figure 4!b" shows that the main
dipole-allowed peaks lie within the energy region of the gi-
ant resonance of Fig. 4!a" !q=1.68 Å−1". No broad features
appear to be present in the higher multipole spectra, which
are at lower energies. Also the prepeak in the dipole spec-
trum at #99 eV, which has previously been attributed to the
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FIG. 3. !Color online" Experimental NIXS spectra measured at
q=9.5 Å−1 for UO2, US, USe, and $-U. The spectra are normalized
to the peak intensity of the narrow feature near 104 eV and are
shifted vertically by a constant amount. The features around 80 and
127 eV in the $-U spectrum are the Al L2,3 signals from the
$-Al2O3 substrate. Data on UO2, US, and USe have been recorded
in symmetric reflection geometry using single-crystal samples,
whereas data on the $-U epitaxial film has been recorded in grazing
incidence geometry.

TABLE I. Calculated Hartree-Fock values of the core-level en-
ergy, E!d", Slater parameters, Fk and Gk, and spin-orbit parameters,
!, for the initial- and final-state configurations in the transition
5f2→nd95f3. Parameter values for the N4,5 edge are shown for
comparison !all values in eV".

U 5f2 O4,5 5d95f3 N4,5 4d95f3

E!d" 100.698 760.656
F2!f , f" 9.514 9.711 9.970
F4!f , f" 6.224 6.364 6.539
F6!f , f" 4.569 4.677 4.807
F2!d , f" 10.652 5.066
F4!d , f" 6.850 2.033
G1!d , f" 12.555 0.887
G3!d , f" 7.768 0.957
G5!d , f" 5.544 0.809
!!f" 0.261 0.274 0.294
!!d" 3.199 17.401
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FIG. 4. !Color online" !a" Experimental NIXS spectra for UO2
measured at 1.68 Å−1 !red dashed line" and 9.74 Å−1 !blue solid
line" compared to results of atomic multiplet calculations for the
U 5f2 configuration in !b". The Ik spectra, i.e., the calculated con-
tributions to the cross section from dipole !k=1", octupole !k=3",
and triakontadipole !k=5" transitions, are shown separately. The
calculated spectra have been broadened by a Lorentzian of "
=0.5 eV and Gaussian of #=0.5 eV to match the experimental
resolution. !c" Fits of the measured UO2 spectra at different q val-
ues !from Fig. 2" using a linear combination of the calculated I3 and
I5 spectra.
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Ground state orbital occupation

For CeCu2Si2, the crystal-field transition energies have
been determined with inelastic neutron scattering [20] on
polycrystalline samples. Inelastic neutron scattering is the
ideal tool to determine the level splittings, but the combi-
nation of phonon scattering and broad magnetic excitations
in the same energy window prevents the unambiguous
determination of the magnetic intensities. Therefore, the
ground-state wave function was determined with single
crystal susceptibility measurements [20,21] and the
crystal-field parameters which reproduce the susceptibility
are given by Goremychkin et al. [20] and correspond to
j!j ¼ 0:88. Note, that the sign of ! was not determined.
Single crystal susceptibility measurements are a common
way of determining wave functions in heavy-fermion com-
pounds. More recently, soft x-ray absorption spectroscopy
with linear polarized light was shown to be a useful local
probe to determine the anisotropy of the wave functions
spectroscopically [22–26]. But both soft x-ray absorption
spectroscopy and neutron scattering are governed by dipole
transitions so that these methods are insensitive to anisot-
ropies with a higher than twofold rotational axis and there-
fore cannot distinguish the two possible orientations of the
!7 orbital in the tetragonal (001) plane, which is synony-
mous with not being able to determine the sign of ! or B4

4.
In principle, this in-plane anisotropy can be observed in
direction dependent isothermal magnetization measure-
ments, but for most cerium materials it would require,
even at 1 K, magnetic fields of more than 20 T.
Therefore, as for many other tetragonal heavy-fermions
compounds, the !7 ground state in the archetype heavy-
fermion compound CeCu2Si2 could only be characterized
by the absolute value of the mixing parameter j!j (or jB4

4j)
leaving the question about the orientation of the ground
state within the (001) plane unanswered.

Here we present NIXS data of CeCu2Si2 single crystals
and show how the higher multipole transitions can reveal
the anisotropies of the ground-state wave function which
have not been accessible with other spectroscopies. NIXS
has became feasible thanks to the high brilliance of modern
synchrotrons and advanced instrumentation and has

developed into a rapidly growing field providing comple-
mentary means to x-ray absorption methods in the study of
core level excitations, and also offering the possibility to
go beyond the dipole limits [8–18]. For rare-earth materi-
als, higher multipole 4d ! 4f core level excitations (N4;5

edge) have been observed for large momentum transfers
jqj by Gordon et al. [10,16] and Bradley et al. [15]. It was
actually demonstrated experimentally how the dipole sig-
nal decreases with increasing jqj while dipole forbidden
transitions appear. These findings are in good agreement
with simulations based on the local many body approach
by Haverkort et al. [9] and it was suggested that vector
q̂-dependent NIXS experiments with large momentum
transfers on single crystals should have the potential to
give insight into the ground-state symmetry. The direction
of the q̂ vector with respect to a crystallographic axis is the
analog of the polarization in an x-ray absorption experi-
ment with linear polarized light. Gordon et al. performed
first NIXS experiments on cubic single crystals of MnO
and CeO2 at the Mn M2;3 and Ce N4;5 edges and found
some differences for different q̂ directions in the higher
multipole scattering. This has been interpreted as sensitiv-
ity to anisotropies in charge densities with higher than
twofold symmetry [11].
For the sake of clarity, we first review briefly the

theoretical description of inelastic x-ray scattering
[9,10,13,15,18,27–29] and show later how the crystal-field
affects the scattering cross section. The double differential
cross section is the product of the Thomson photon cross
section ðd"d"ÞTho and the dynamical structure factor Sðq;!Þ,
the latter containing the physics of the material under
investigation:

d2"

d"d!
¼

!
d"

d"

"

Tho
Sðq;!Þ: (1)

The dynamical structure factor is a function of the scatter-
ing vector q ¼ ki!kf and the energy loss ! ¼ !i $!f,

Sðq; !Þ ¼
X

f

jhfjeiqrjiij2#ð@!i $ @!f $ @!Þ:

Here i and f are the initial and final states. In order to
distinguish between dipole, octupole, etc., terms the tran-
sition operator eiqr is expanded in seminormalized

(Racah’s normalization) spherical harmonics, Cq̂%

km and
Cr̂
km. This results in a sum over spherical Bessel functions

jkðqrÞ and the wave functions can be factorized into a
radial and angular part so that Sðq; !Þ can be written as
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FIG. 1 (color online). Angular distribution of two !7 crystal-
field states that have the same j( 5=2i admixture (!2 ¼ 0:77)
but different signs of !.

PRL 109, 046401 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending
27 JULY 2012

046401-2

Because of the triangle condition and parity selection rules
only terms with k ¼ 1ðdipoleÞ, 3(octupole), and 5(triakon-
tadipole) contribute to the Ce 4d ! 4f (N4;5) transitions.
The radial part hRfjjkðqrÞjRii of the wave functions have
been calculated within the Hartree-Fock approximation
using Cowan’s code [30] and the kth contributions are
shown as function of momentum transfer jqj in the left
panel of Fig. 2. For moderate magnitudes of jqj the radial
part is dominated by dipole scattering, but octopole scat-
tering is already non-negligible at 5 !A$1 , and at even
higher momentum transfers the scattering is dominated
by the higher multipoles. This behavior is commonly
called q-dependent multipole selection rules. The right
panel of Fig. 2 shows the kth order of the angular part as
a function of energy loss. Higher multipoles have different
selection rules so that extra intensity at different energy
losses becomes visible in the angular part when at large jqj
octupole and triakontadipole transitions take place.

Having described the jqj dependence of the NIXS
intensities, we now turn to the vector q̂ dependence which
is at the heart of our study. We first of all evaluate the
sensitivity of NIXS at the N4;5 edge to crystal-field anisot-
ropies in general by comparing simulated spectra for dif-
ferent directions of q̂. These crystal-field anisotropies are
included when the initial and final states in Eq. (2) are
eigenstates of a Hamiltonian that also contains, in addition
to the atomic Coulomb and spin-orbit interactions, non-
vanishing crystal-field terms. We note that the interference
terms that vanish if the angular intensity is integrated over
all directions q̂ [15,18] are included in our calculations.
Figure 3 shows the simulation of Sðq; !Þ for large momen-
tum transfers for the three pure Jz states, considering
some realistic lifetime broadening and width due to instru-
mental resolution (see below). The pure states have rota-
tional symmetry so that we compare the in-plane scattering
(q̂ k ½100&) with out-of-plane scattering, i.e., for q̂ k ½001&,
and some direction in between (q̂ k ½101&). There is a
clear direction dependence, so that the different Jz
states are distinguishable. This is similar to the in-plane

vs out-of-plane polarization dependence in soft x-ray
absorption at the cerium M4;5 edge [22,23].
The next step is to investigate the in-plane anisotropy of

a mixed "7 state as shown in Fig. 1. For that we calculate
and compare Sðq; !Þ with !< 0 for the two in-plane
directions, q̂ k ½100& and q̂ k ½110&, and we end up with
distinguishable spectra (see top of Fig. 4). This clearly
shows that such an experiment can be used to determine
the sign of !. The simulation in Fig. 4 assumes a negative
value for ! and the corresponding orbital orientation is
shown in the inset. For a 45' rotation around the c axis
[001], i.e., for a positive value of ! the spectra are inverted.
We found that these in-plane spectra are fairly insensitive
to the precise value of ! as long as ! is neither zero nor
one. In the latter case the orbital would have full rotational
symmetry around [001] and consequently Sðq; !Þ would
look the same for both in-plane directions.
To determine the orbital orientation in CeCu2Si2, we

performed Ce N4;5 NIXS measurements at the IXS end
station of the Taiwan beam line BL12XU at SPring8 on
two CeCu2Si2 single crystals. One crystal had a polished
(001) and the other one a polished (110) surface so that
q̂ k ½100& and q̂ k ½110& could be realized in a specular
geometry. The crystals were cooled down to about 20 K in
a closed cycle cooler so that only the ground state was
populated. The incident photon energy of 9890 eV and a
scattering angle of 2# ¼ 138' correspond to a momentum
transfer of jqj ¼ 9:3 !A$1. The energy resolution as deter-
mined from the full width at half maximum (FWHM) of
the elastic line was 1.32 eV. The signals of nine spherically
bent backscattering Si(555) analyzers at 2 m distance from
the sample were combined in order to gain higher count
rates. For each direction, the total scanning time amounted
to two hours for the 30 eVenergy window shown in Fig. 4.
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FIG. 2 (color online). Left: kth order term of the radial part of
Sðq;!Þ as a function of momentum transfer. Right: kth order
contribution of angular part of the scattering function expressed
in terms of Sð!Þ versus energy transfer for hRfjjkðqrÞjRii ¼ 1
[see Eq. (2)].

FIG. 3 (color online). Simulations: Comparison of the in-plane
and out-of-plane scattering function Sðq; !Þ of pure Jz states,
in-plane q̂ k ½100& (blue), out-of-plane q̂ k ½001& (red), and in
between q̂ k ½101& (orange). The calculations are done for
jqj ¼ 9:3 !A$1 and are convoluted with a Lorentzian with
FWHM ¼ 0:3 eV and a Gaussian with FWHM ¼ 1:32 eV.
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The energy loss was determined from the energy position
of the elastic line measured before and after each set of
spectra.

The measured CeN4;5 spectra are shown at the bottom of
Fig. 4. Only a linear background has been subtracted.
Comparing our single crystal data with the polycrystalline
results by Gordon et al. confirms the trivalent character of
the cerium ion. We also find, similarly to Gordon et al.,
that the experimental dipole transitions are much broader
than the higher multipole transitions. In Refs. [14,16] it
was reasoned that this is due to interactions of the dipole
final states with the continuum.

The two measured directions in our single crystal
experiment can be clearly distinguished. The experimental
spectra agree very well with our theoretical predictions. In
particular, the vector q̂ dependence is in good agreement
with the experiment. For example, the inversion of the
anisotropy at around 105 and 113 eV, as predicted in
the calculations, is well reproduced. Here we note that
for the calculation the Hartree-Fock values of the Slater
integrals were reduced to about 68% for the 4f-4f
Coulomb interactions and to about 88% for the 4d-4f
interactions to reproduce best the energy positions of the
main spectral features. These values compare well to a
60% to 80% scaling of the atomic values needed to de-
scribe isotropic rare-earthM4;5 (3d ! 4f) x-ray absorption
spectra and account for configuration interaction effects
not included in the Hartree-Fock scheme [31,32]. The
simulated spectra were convoluted with a Lorentzian and
a Gaussian with a FWHM ¼ 0:3 and 1.32 eV, respectively,
to account for the intrinsic line width and experimental

resolution. This experiment shows clearly that in
CeCu2Si2, ! is negative so that the wings of the Ce3þ

ground-state orbital point in the [110] direction.
In conclusion, our simulation shows that vector

q̂-dependent NIXS at the cerium N4;5 edge in the limit of
high jqj is sensitive to the crystal-field ground-state sym-
metry. In addition, we show that the higher multipole
character of the scattering at large momentum transfers
gives insight into anisotropies which are higher than two-
fold so that the two possible orientations of a !7 orbital in
tetragonal symmetry can be distinguished. We have veri-
fied this experimentally by performing a NIXS experiment
on CeCu2Si2 single crystals. The spectral line shape and
the observed differences between the two measured direc-
tions, q k ½100$ and q k ½110$, are well explained by
atomic full multiplet calculations. These unambiguously
show that the ground-state orbital in CeCu2Si2 is of

the type !7 ¼ %j!jj& 5=2iþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1% !2

p
j' 3=2i. Thus,

q-dependent NIXS provides information that is not acces-
sible with dc susceptibility, neutron scattering, and/or soft
x-ray absorption spectroscopy and thereby enriches the
spectroscopic toolbox for determining the crystal-field
ground states in cerium compounds and probably other
rare-earth materials as well[16]. It is now possible and
will be of great interest to investigate systematically the
orientation of the ground-state orbitals of other tetragonal,
heavy-fermion cerium compounds. Also, NIXS with hard
x rays has the advantage of a large penetration depth so that
ultra high vacuum is obsolete, which allows the use of
advanced sample environments for pressure and/or low
temperatures.
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FIG. 4 (color online). Simulation (top): Comparison of
the scattering function Sðq; !Þ for two in-plane directions,
q̂ k ½100$ (blue) and q̂ k ½110$ (green), assuming a !7 ground
state with !< 0. The calculations are convoluted with a
Lorentzian with FWHM ¼ 0:3 eV and a Gaussian with
FWHM ¼ 1:32 eV. Experiment (bottom): NIXS data of two
CeCu2Si2 single crystals. The blue dots and lines correspond to
the setup for q̂ k ½100$ and the green ones to q̂ k ½110$. The error
bars reflect the statistical error. The lines are guides to the eye.
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• f-electron delocalization

• Catching up f-electrons

• Perspectives at SOLEIL : GALAXIES beamline

Outline



2.75 GeV
354 m
3.74 nm.rad
400 mA

26 beamlines

SOLEIL Synchrotron



                  Beamline Layout

The GALAXIES beamline is dedicated to hard 
X-ray photoelectron spectroscopy and 
Inelastic X-ray Scattering. 

High resolution may be 
achieved using DCM (Si 111) and 
HRM*  (dE = 100 meV - 1 eV) 

Typical Spot size : 
30  x 80 µm2

The U20 in vacuum 
undulator provides high 
flux in the 2.3 - 12 keV 

energy range. 

HAXPES 
endstation

RIXS 
endstation

Diamond 
phase 

retarder* 

* available in 2014

Open to users
May 2013



1 + 4-analyzer setup

High resolution / High flux Spectrometer

2m-arm for 
high resolution

sample 
stage

detector 
arm

analyzer

short arm 
for 4-analyzer 

setup

Rowland circle 
geometry (0.5-2m)

RIXS station



Thermionics 4-axis fully 
motorized, manipulator
Closed-cycle 15K cryostat
In-situ bias

load lock 
chamber
Ion gun, LEED,  
heating element

Preparation 
chamber

motorized 
frame

SCIENTA EW4000
Ec < 12 keV , wide 
angular lens +/- 30°

HAXPES station
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